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Abstract. This paper addresses the problem of extracting and processing rele-
vant information from unstructured electronic documents of the biomedical 
domain. The documents are full scientific papers. This problem imposes several 
challenges, such as identifying text passages that contain relevant information, 
collecting the relevant information pieces, populating a database and a data 
warehouse, and mining these data. For this purpose, this paper proposes the 
IEDSS-Bio, an environment for Information Extraction and Decision Support 
System in Biomedical domain. In a case study, experiments with machine learn-
ing for identifying relevant text passages (disease and treatment effects, and pa-
tients number information on Sickle Cell Anemia papers) showed that the best 
results (95.9% accuracy) were obtained with a statistical method and the use of 
preprocessing techniques to resample the examples and to eliminate noise.  

Keywords: Classification, information extraction, knowledge discovery,  
biomedical domain. 

1   Introduction 

In the biomedical domain there are a lot of electronic documents that report experi-
ments involving patients who have some kind of disease, describing the treatment 
adopted, the number of patients enrolled in the treatment, which symptoms and risk 
factors are associated with the disease, and if the treatment has interfered positively or 
negatively in the patient’s health. The experiments are reported in several magazines 
and journals, e.g., American Journal of Hematology, Blood, and Haematologica. 
Researchers and doctors are not able to process this huge number of documents to 
extract key information related to some issues of interest. 

These documents are in unstructured format, that is, in plain textual form. It is nec-
essary to transform this information from unstructured to structured format in order to 
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submit it to an automatic knowledge discovery process. For this purpose, an environ-
ment/framework called Information Extraction and Decision Support System in Bio-
medical domain (IEDSS-Bio) is proposed in this paper. This environment is under 
development and aims at supporting the expert in making decisions, by extracting 
relevant information from biomedical documents, storing the information in a data 
warehouse, and mining interesting knowledge from it. 

After presenting the general environment architecture and its data flow, this paper 
focuses mainly on the adopted information extraction process, more specifically, on 
the task of identifying text passages/sentences that contain the relevant information. A 
case study on identifying sentences about disease and treatment effects and patients 
number from Sickle Cell Anemia papers is reported, showing that a high accuracy 
(95.9%) is achieved with a statistical machine learning method and the use of pre-
processing techniques to resample the examples and to eliminate noise. 

This paper is organized as follows. Section 2 presents the theoretical foundation 
about text and data mining, and information extraction. Section 3 reviews the main 
related work. Section 4 presents the IEDSS-Bio environment and some examples of 
the mined knowledge. Section 5 describes the information extraction module. Section 
6 discusses the experiments and Section 7 concludes the paper. 

2   Theoretical Foundation 

Text mining [1] refers to the process of extracting useful information from documents 
in unstructured format by identifying knowledge and exploiting patterns. Texts are 
converted into structured format to use data mining techniques. 

Data Mining is the application of specific algorithms for extracting patterns from 
data [2].  One of the most popular data mining tasks is the discovery of association 
rules, which aims at finding items that frequently occur together in the data. An asso-
ciation rule is an implication of the form , where A and B are item sets [3]. 
The implication means that databases tuples (transactions) satisfying A are likely to 
satisfy B. Support and confidence measures are used to indicate relevant rules [3]. 

Traditionally, data mining algorithms are applied to data that are gathered in a sin-
gle table. The data gathering process from multiple tables through joints or aggrega-
tion may cause loss of meaning or information and may have a high computational 
cost [4].  Multi-relational data mining methods search for patterns that involve multi-
ple tables (relations) from a relational database, maintaining the data separately in the 
data mining process. In the biomedical database it is adequate the use of multi-
relational data mining due to the properties of the data. 

Regarding information extraction, Cohen and Hunter [5] present two approaches: 
the rule-based approach and the machine learning approach. The first one uses some 
kind of knowledge; the second one uses classifiers to separate sentences or docu-
ments. Krauthammer and Nenadic [6] and Ananiadou and McNaught [7] present a 
third approach: the dictionary-based approach, which uses information from a dic-
tionary to assist in the identification of terms or entities in the text. These approaches 
are the three predominant ones for knowledge extraction in the biomedical domain. 

The dictionary-based approach has the advantage of storing information related to 
a particular area and makes possible the identification of terms such as names of gene 
and protein. Some problems of this approach are the limited number of names in the 
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dictionary, the change of names, which generates a low recall, and the short names, 
which generate false positives and decrease the precision [8]. 

The rule-based approach has some disadvantages: to delay the construction of sys-
tems significantly, to reduce the adaptability of rules to another system, and to remove 
terms that do not match the predefined patterns. However, generally it has performed 
better than other approaches [7]. 

The advantages of using the machine learning approach are the domain-
independence and high quality prediction. The main problems related to the machine 
learning algorithms are the need for large amount of representative training data [7] 
and for (possible) retraining with the advent of new data.  

3   Related Work 

In the biomedical literature, there are studies that extract information from abstracts or 
full papers about gene or protein mainly, using a combination of the three approaches 
previously discussed. Most of these studies extract information from MEDLINE ab-
stracts [9, 10, 11, 12]. The works that extract information from full text papers have 
different goals, namely: to extract information [13], to populate a database [14], or to 
highlight the sentences in accordance with a user query [15]. Some of the above 
works use Part-Of-Speech tagging [9, 10, 13, 16], while some do not [11, 12, 14, 15]. 

Among the studies, [16] produced the highest precision (72.5%) and recall 
(50.7%), using a combination of machine learning, dictionary-based and rule-based 
approaches. Using the same approaches to extract information from abstracts, higher 
values were obtained, respectively, 85.7% and 66.7% [13]. This difference shows the 
particularity in extracting information from full papers. According to Cohen and 
Hersh [17], AbGene [13] is the most successful rule-based approach for the recogni-
tion of gene and protein in biomedical texts. 

4   An Environment for Data Analysis 

The IEDSS-Bio environment is shown in Fig. 1. It is divided into two major compo-
nents as shown in the dotted rectangles: 

─ Conversion and Extraction component: aims at converting different formats and 
extracting relevant information from scientific documents to store it in a biomedi-
cal database (1); 

─ Data Analysis component: aims at identifying patterns from the biomedical domain 
by applying data warehouse and data mining techniques (2). 

From the papers available in PDF format, the Convert module handles PDF files and 
converts them into the semi-structured XML format. The information contained in the 
XML document is organized in hierarchical levels such as section » page » paragraph 
» sentence to make the extraction processing easier. Next, the Information Extraction 
module processes the information from the XML document to extract the most rele-
vant information from the sentences. Fig. 1 shows that the expert may interfere in the 
Converter module, verifying the quality of the generated document and suggesting 
changes. In Section 5 the Information Extraction (IE) module is explained in details. 
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After the extraction of relevant information from the XML document, the extracted 
information is stored in the biomedical database by the Persistence Layer module. 
The Data Extraction and Integration (DEI) module is responsible for extracting data 
from the biomedical database through the Persistence Layer and for populating the 
Data Warehouse (DW). 

 

Fig. 1. Environment for data analysis 

The data stored in the DW may be used in two kinds of processes in order to sup-
port data analysis. In the first one, the DW may be consulted for obtaining quantita-
tive analysis. For instance, it is possible to answer the question “How many patients 
had clinical improvement and were treated with the hydroxyurea drug?” In the sec-
ond one, the DW may be used by data mining algorithms aiming at identifying inter-
esting patterns in the data. For instance, it is possible to find out that “A significant 
amount of patients under treatment with the hydroxyurea drug tend to have marrow 
depression”. 

The biomedical database of Fig. 1 has been populated with treatments, positive and 
negative effects, and number of patients extracted from experiments reported in the 
papers. Fig. 2 shows parts of some of the tables that compose the database. The joint 
analysis of this information may lead to the discovery of useful information for deci-
sion-making. However, the following features in the data need to be adequately ad-
dressed, requiring a new approach for the data mining algorithm to be used: 

1. The number of patients involved is not explicitly reported in many circumstances 
(which had undergone certain treatments, which had certain effects or certain 
symptoms), requiring some inference on the data; only after this process, the data 
may be stored in the database; 
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2. The information about treatments and (negative or positive) effects was stored in 
two ways in the database: 

─ in a table that lists treatment and effect caused by it, when the paper states 
clearly that information (table (a) in Fig. 2); 

─ in separate tables, if the association between cause and effect is not mentioned 
in the paper (tables (b), (c) and (d) in Fig. 2). 

Even though this information is located in different tables and do not maintain explicit 
links between each other, frequent co-occurrences in the data may indicate that rela-
tionships exist between them. An example would be a significant number of experi-
ments reporting the use of a specific treatment and the occurrence of certain effect. 
Therefore, it is important to analyze such information. The multi-relational data min-
ing technique is suitable for this purpose. 

Fig. 2 illustrates a subset of stored data. Considering  
 and  the 

following rule could be found by jointly analyzing the tables (b), (c), and (d): 

Rule 1: hydroxyurea => lower_annual_rates_of_crises, marrow_depression  
[support = 10%; confidence = 80%] 

where values of support and confidence are just for illustration and do not refer to an 
actual generated rule. 

 

Fig. 2. Treatment_Positive_Effect (a), Treatment (b), Positive_Effect (c), and Negative_Effect 
(d) tables 

5   Information Extraction Module 

The information extraction of biomedical domain uses a combination of three  
approaches: 

1. Machine learning: used for sentence classification; 
2. Rule-based: formal method to specify text patterns, used to extract information 

from sentences classified in the previous step; 
3. Dictionary-based: a manually built dictionary (containing terms from the scientific 

papers) stores information related to the biomedical domain in order to assist the 
construction of rules, used to increase the precision and recall in the identification 
of such information. 
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Fig. 3 shows the adopted process for extracting information from the biomedical do-
main. The sentences from each paper processed by the IE module are classified using 
machine learning techniques. Each classified sentence is analyzed through regular ex-
pressions (rules) to identify relevant information. The dictionary of terms from the bio-
medical domain is used to assist the construction of the regular expressions. An expert 
may validate the information extracted (filter) before it is stored in the database. The 
expert may also evaluate the classified sentences and add new terms to the dictionary. 

Formally, consider  the set of sentences of training and 
 the set of predefined classes. The classification aims at identify-

ing a function  that maps each sentence  to one of the predefined classes : 

 
For each class  a set of regular expressions  is defined in order to obtain rele-

vant information. The symbol  denotes one of the following concepts: the number of 
patients involved in the experiment under different circumstances (total patients, pa-
tients who have had positive or negative effects, patients that have completed or not 
the treatment), the treatment adopted, the positive or negative effects and the symp-
toms of the patient.  

 

Fig. 3. Information extraction module 

The sentence classification model is built from the documents (papers) suggested 
by experts. The model consists of structuring the sentences in an attribute-value ma-
trix whose rows represent the sentences and the columns the attributes (n-grams). 
Each sentence is associated to a class. Each cell in the matrix indicates the pres-
ence/frequency or absence of the corresponding attribute in a sentence. The data may 
undergo stopwords removal, stemming, and attribute selection processes. 

The IE module identifies the relevant information of the classified sentences 
through regular expressions and the dictionary. The following example shows one 
possible regular expression: 

renegative_effect_patients = (〈negative effect〉)(.*)([0–9]+)percent(.*)(〈individual〉) 

The 〈negative effect〉 and 〈individual〉 are terms that are stored in the dictionary. The 
following sentences are examples represented by this regular expression: 

“Respiratory failure was documented in 13 percent of patients.” 

“Neurologic events occurred in 11 percent of patients.” 

“Neurologic complications developed in 22 percent of the adults in our study.” 



312 P.F. Matos et al. 

 

These sentences express the percentage of patients who suffered from some negative 
effects. Although the information is different, the sentence structures are similar. 

Regular expressions are used to cover different ways of expressing the same in-
formation. Some challenges were faced, although regular expressions provide re-
sources that allow dealing with different writing styles: 

1. In some cases, it is necessary to interpret the sentence to understand it, which is 
beyond the scope of regular expressions. One example is shown in the following 
sentence: “Fewer patients assigned to hydroxyurea had chest syndrome (25 vs. 51, 
P < 0.001), and fewer underwent transfusions (48 vs. 73, P = 0.001).” 

The author compares the results of two treatments to which the patients were 
submitted. He cites the number of patients who had chest syndrome and those who 
underwent transfusions for each treatment. Given the way he reports these num-
bers, the information requires interpretation of other information mentioned in the 
paper to identify the treatment that led to each result. 

2. In other cases, additional treatment is necessary to obtain the desired information. 
For instance, in order to estimate the number of patients who suffered from respira-
tory failure in the following sentence (13%) it is necessary to identify all patients 
who participated in the experiment, which was mentioned somewhere else in the 
text: “Respiratory failure was documented in 13 percent of patients.” 

6   Evaluation: A Case Study 

Experiments were carried out in the biomedical domain, more specifically on papers 
about Sickle Cell Anemia [18], which is a genetic and hereditary disease considered 
as a public health problem. These experiments are specifically on sentence classifica-
tion from medical scientific papers, dealing with positive and negative effects and the 
number of patients enrolled in treatments. The goal is to validate the classification 
task, which is an important step in the information extraction process. 

Three questions are intended to be answered here: (1) How do human beings 
manually perform the sentence classification? (2) Is it feasible to automate the sen-
tence classification task? (3) What kind of classification algorithm performs better in 
this classification? 

To answer the first question, it is necessary to know the results obtained by humans 
in the sentence classification. For this end, the Kappa measure [19] was used to com-
pute the agreement among humans. The achieved results are shown in Section 6.1. 
After that, it is possible to answer the second question by comparing the obtained 
Kappa value with a nominal scale agreement. To know the answer for the third ques-
tion, six classical machine learning algorithms were chosen. These algorithms are 
from different paradigms: Support Vector Machine (SVM) and Naïve Bayes (NB) are 
statistical methods; ID3, J48, Prism, and OneR are symbolic methods – the first two 
are algorithms for decision tree induction and the last two are algorithms for rules 
induction. All classification experiments were performed with Weka data mining 
environment [20]. Default values for the learning parameters were used as they appear 
in Weka. The Mover classification system [21] is considered as a baseline method. It 
is a classical tool for text structure classification and is a NB approach to the problem. 
The results are shown in Section 6.2. 
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6.1   Annotation Agreement 

The Kappa measure for the evaluation of annotation agreement among humans was 
calculated in order to know the difficulty of the sentence classification. The idea is 
that the more humans agree the better the task is defined and, therefore, the more it 
may be automated. Humans were divided into two groups: naïve subjects (i.e., that are 
not experts on the topic) and experts. Table 1 shows the results for a sample of 50 
sentences. One may see that there were 3 naïve subjects and 3 experts. In the last row 
of the table, the annotation agreement was collected for all humans, experts or not. 
We computed the agreement for positive and negative effect classes, for other possi-
ble classes (under the class named as “other”), and for the 3 classes together. An in-
teresting result is that the naïve subjects group has gotten the overall agreement value 
higher (0.71) than the experts (0.63). According to the Landis and Koch scale [22], 
the obtained Kappa for all the classes is in the range of substantial agreement (0.61 to 
0.81). We may conclude that the classification task is well defined. Therefore, this 
result answers the first and second questions mentioned previously, i.e., for this task it 
is possible to automatically perform the classification. 

Table 1. Annotator agreement on 50 sentences 

Annotator Positive Effect Negative Effect Other All the classes 
3 experts 0.77 0.63 0.52 0.63 
3 naïve subjects 0.80 0.72 0.60 0.71 
experts + naïve subjects 0.75 0.66 0.55 0.65 

6.2   Experiments with Sentence Classification 

In this section, the experiments on sentence classification are reported, focusing on 
the information of interest: effect and patients. Two samples were selected for each 
one: Sample279 and Sample600 for effect sentences; and Sample204 and Sample659 
for patients sentences. The number that identifies each sample also indicates the num-
ber of examples/sentences that the corresponding sample contains. The effect sen-
tences were divided into three classes: Positive Effect, Negative Effect and Other. The 
patients sentences were separated in five classes: Negative Effect Concluded Patients, 
Negative Effect NonConcluded Patients, Positive Effect Concluded Patients, Total 
Patients and Other. Concluded and NonConcluded refer to the patients that concluded 
and did not conclude the experiments, respectively. The percentage distribution of the 
classes for the information of interest may be seen in Fig. 4. 

 

Fig. 4. Effect (a) and Patient (b) distribution of classes for each sample 
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The experiments were conducted as follows. First of all, the sentences (for every 
class) were cleaned by removing commas, parenthesis, etc. Then the attribute-value 
matrix was constructed using minimum frequency two for selecting the attribute, i.e., 
attributes whose values happened only once were not considered. The attributes were 
1 to 3-grams, and the values were: 1, for the case the n-gram occurs in the sentence, 
or 0 otherwise. Neither stopwords removal nor stemming were considered. 

After that, the six previous machine learning algorithms were used in the experi-
ments. Six kinds of preprocessing were used for each algorithm, generating 36 possi-
ble combinations. The preprocessing possibilities were: No Filter (NF), Randomize 
(RD), Remove Misclassification (RM), Resample (RS), RM followed by RS, and RS 
followed by RM. NF does not use any kind of filter; RD is used to random the exam-
ples; RM is used to eliminate noise; RS is an oversampling method used to balance 
the examples. The partitioning method 10-fold cross-validation was used to generate 
the results. It trains the classification model on 9 folds and tests it on the remaining 
one. The accuracy measure (number of correctly classified sentences/number of sen-
tences) was computed. 

 

Fig. 5. Better results (accuracy measure) obtained in effect class 

The results reported in Fig. 5 show that in general the SVM algorithm performed 
better than the other algorithms. The best results were produced with the use of RM 
and RS filters, i.e., by removing the mislabeled sentences and resampling the exam-
ples in order to establish a uniform rate between the classes. The results obtained from 
patients class were similar to the effect class and are not shown in this paper. The 
better results obtained by SVM answer the third question in this paper. 

Since regular expressions select the sentence parts of interest after sentence classi-
fication, it is best suited that the classifier recovers a big number of sentences, even if 
they are misclassified (high recall, but probably low precision). A classifier that se-
lects correctly most of the sentences (high precision) may recover fewer sentences, 
and this may injure the information extraction process. 

7   Conclusion and Future Work 

The environment proposed in this paper – Information Extraction and Decision Sup-
port System in Biomedical domain – aims at being a general framework for mining 
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relevant information in the area. Our first experiments on sentence classification 
(which is a step of the whole process) showed very good results (95.9% accuracy) for 
papers about Sickle Cell Anemia. Therefore, the task of sentence classification in this 
area is well defined and possible to be automated. 

As future work, we plan to investigate the identification of treatment and symp-
toms information in the text, as well as proceed to the extraction of the relevant sen-
tence pieces for populating our databases (using some of the techniques discussed in 
this paper). We also envision to investigate the use of parallel processing to optimize 
the more time-consuming tasks, e.g., the application of data mining algorithms and 
the analytical query processing. Other biomedical areas may also benefit from our text 
mining approach. This also remains for future work. 
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