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Abstract— The purpose of this work is to present a compu-
tational prediction of temporal series through Artificial Neural
Networks (ANN) with temporal features based on short-term
memory structures and episodic long-term memory. The connec-
tionist prediction is applied to a Brazilian small hydroelectric
power station, with generation capacity of 15 MWh, because
conventional prediction statistical techniques show inadequacy
in relation to noise, acquisition fails, and need for generalization,
when applied to this model. Departing from the proposed system,
it is intended also to develop, in the future, a non-linear complex
system, employing ANNs, with the inclusion of new variables in
the decision process, in addition to the episodic memory model,
which is considered computationally feasible with the current
available resources.

I. INTRODUCTION

There are several applications of artificial neural networks
to electric systems, because they are an excellent alternative
to solve control problems, prediction, maintenance, and opti-
mization in non-linear complex electric systems [3].

In electric systems, one of the main applications of ANNs
is the load/demand prediction, because the key objective of
an electric energy enterprise is to offer a high quality service
to its consumers, assuring a reasonable charge, consequence
of a better distribution electric management. So, it should
allocate, in an optimized way, the operational and investment
resources in the distribution network. A correct knowledge of
the load profile is of vital importance to this optimization,
because prediction fails can cause an increasing in operational
costs. The demand is directly related to the electric energy
consumption, consequently to variables that influence directly
this amount of used energy [5].

Prediction that involves electric energy generation depends
on water resources of hydroelectric power stations, and on
reservoir water availability; in addition, electric energy gen-
eration in small stations is not controlled by the Brazilian
government, unlike large hydroelectric power stations [1].

This is complicated because it adds a random and temporal
factor to the generation capacity, since the total water avail-
ability in the station is not guaranteed and, the possibility of

generating energy at any instant through total power is not
guaranteed either.

The neural network technique application is considered
a very interesting way of modeling generation prediction
process, because it is allowed to ”learn” with the historic
generation the probable behavior in the future generation. In
the case studied, there is a historic series of daily generation,
which ranges from the year 2000 to the year 2004, period
considered relatively short, regarding annual seasonality. This
period can entail great uncertainty in a purely statistical
prediction criterion.

Neural networks applied to temporal series prediction
present a kind of short-term memory. This memory makes
possible the networks treat input and output patterns that vary
in a specific time period.

II. MEMORY

The word memory is originated from Latin memoria, from
memor, which means ’remembering’, that is, the faculty of
retaining or reacquiring ideas, images, expressions, and knowl-
edge acquired previously, reporting to memories and reminis-
cences [6]. Memory is the place where learned knowledge
is stored [11]. Several definitions of memories have been
proposed in many terms such as data memory, recognizing
memory, short-term memory, work memory, long-term mem-
ory, processing memory, motor memory, contextual memory,
etc. Table I displays different types of memory and the division
regarding the retention time. According to [6], explicit and
implicit memories are considered long-term memories, that
store knowledge, while operational memory is short-term,
because the information is stored temporarily and useful only
to immediate reasoning and problem resolution.

The information processing is serial, that is, it is necessary
that information passes first through the sensorial storing, then
through short-term memory, and finally through long-term
memory. The passing of information from short-term memory
to long-term memory depends on some control processes, like
information repetition and adequate information encoding [8].
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TABLE I
TYPES, SUBTYPES, AND MEMORY FEATURES. ADAPTED FROM [6]

Retention Types Subtypes Features
time

Long-Term Explicit or Episodic Has temporal
Declarative reference; sequenced

facts memory
Semantic Involves non-

temporal concepts;
cultural memory

Long-Term Implicit Perceptual Represents images
or non- with no known
declarative meaning; pre-

conscious memory
Procedural Habits, abilities,

and rules
Associative Associate two or

more stimuli or
a stimulus to a
certain response

Non-associative Attenuates an
answer or increases
it through the same
stimulus repetition

Short-Term Operational Allows reasoning
and behavior planning

Considering the memory nature, there is basically two types
of memory: the declarative or explicit memories, which can be
reported and recognized as past-knowledge retention memory,
and the implicit or non-declarative memories, also known as
habits, that are acquired and evoked in a quasi-automatic
way. Memories of a text, a fact, an event, and a face are
explicit memories and memories of the way of walking or
swimming, that is, motor coordination, are considered implicit
memories [10].

Explicit memory encodes the information about events and
facts, and its formation depends on cognitive processes such
as evaluation, comparison, and inference [11]. This type of
memory can be recovered by remembering acts and associates
everything that can be evoked by means of words, which is
the reason of the term declarative.

The explicit memory is divided into:
• Episodic: allows mentally backdating in time and recov-

ering past events or experiences. An example of this
type of memory is the recovering of past events, as the
last birthday or a son’s birth, allowing a re-experience
in the event personal view involving several standpoint
variables as smell, sound, taste, and feelings [12]. This
ability to travel mentally through time makes a person
revive experiences taking again situations occurred in
the past and projecting them mentally anticipating the
future through imagination. This bridge between past
experiences and future predictions is one of the most

important memory mechanisms.
• Semantic: refers to facts, personal information, or au-

tobiographic retention that happen when non-temporal
concepts are involved [6]. This type of memory is not
dated, that is, the information is stored without the way
and the time it is inserted in memory files. Refers to
acquired knowledge about the world, like conducting
ethical principles, playing chess, or knowing which is the
capital of Brazil [4].

Implicit memory has an automatic and reflexive quality
and its formation and remembering are not dependent on the
capacity of having or being aware of cognitive processes. This
type of memory is accumulated slowly after repetitions and
can not be expressed by words, because it is connected to
perceptual and motor abilities and learning of certain types of
procedures and rules, as grammar [11]. This type of memory
is also known as procedure memory [4].

There is also the operational memory, that unlike other
previous types of memory is considered a short-term memory
by retention time. In more recent approaches, the operational
memory is also called primary or work memory, since it refers
to temporary information storing during a period, sufficient
to immediate reasoning and problem resolution. This memory
can be extended for minutes or hours by memorization process,
that is, by mental repetition of information content. This
repetition easies also the information transference to the long-
term storing system, for instance, the explicit memory [4].

III. UTILIZED TECHNIQUE

The construction of a non-linear dynamic system employing
ANN is very common, and shows a clear responsibility sepa-
ration: the static network is associated to the non-linearity and
the memory is associated to time. This ANN utilization gives
good results in temporal series prediction problem solutions,
revealing, in many cases, a better performance than in purely
statistical models [13].

According to Elman [7], ”a neural network should have
memory in order to be dynamic”. In an ANN for temporal
processing, the memory, depending on the retention time, can
be divided in ”short-term” memory and ”long-term” memory.
The long-term memory is inserted in an ANN by means of
learning, in which information content of training data set is
stored in network synaptic weights. If the task has a temporal
dimension, it needs a short-term memory to make the ANN
dynamic in relation to time [13].

The proposed system employs windowing techniques
through multilayer perceptron FIR network formalizations.
The windowing method representation, employing FIR net-
work concepts, is given by the utilization of filters of lengths
equal to desired window length, as can be seen in figure 1.
According to Haykin [9], a MLP network whose hidden and
output layer neurons are based on a finite-impulse duration
response (FIR) is a FIR MLP.

This technique allows the incorporation of a short-term
finite memory, in a convenient and controlled time period for
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Fig. 1. Windowing method and FIR concepts equivalence

the energy generation prediction, being able of learning a non-
stationary behavior. In this kind of network, the introduction
of a short-term memory is controlled, giving recent and
temporally previous input values to the neurons. This is a
crucial factor for choosing FIR MLP instead of recurrent
networks that use infinite time impulse filters, IIR - infinite
impulse response, due to the employment of feedback loops
by its architecture in order to create a short-term memory.

A FIR network with episodic memory is also employed,
as shown in figure 2. The episodic memory allows the ANN
associate the time in which the energy is generated, creating
a temporal chronological link to the FIR network data and
making available a bridge between the training past experience
and the network future predictions.

Fig. 2. Details of FIR network with episodic memory

The employed architecture is presented in figure 3. For the
input and output layers one have to define the number of units
per layer, adequate to the model to be developed. For the
hidden layer, there is no rules about the number of layers and
units [2]. The network is composed by the following structure:

• Input layer: the FIR network uses a 10-unit layer, which
has enough number of neurons to provide to the ANN a
short-term memory in the adequate prediction time period
for the model. For the episodic memory implementation,
three units represent the day of the week, the day of the
year, and the year (see figure 6 for details).

• Hidden layer: only one 12-unit hidden layer with a
number of units next to the input layer in order to
keep small the training time. A large number of neurons
could make the network memorize the training data (over
fitting) instead of extracting the general features that
allow generalization. A small number of neurons could

make the network spend much time trying to find an
optimal representation, and not converging [2].

• Output layer: only one unit corresponding to the predic-
tion x(t + 1).

Fig. 3. An ANN architecture: FIR network on the left and FIR network with
episodic memory on the right

IV. TRAINING

The electric energy generation prediction is based on his-
toric generation of a small station with capacity of 15 MWh
generation. This small hydroelectric power station has a small
water reservoir and depends, almost exclusively, on the rain
volume of the water resource in installation location.

The data utilized in training, as well as the data for
comparison of prediction with generation, can be visualized
in figures 4 and 5, which show two diagrams:

• Generated energy in MWh diagram: history of the gener-
ated energy between January 2002 until November 2004
(figure 4);

• November month diagram: diagram shows the electric
energy generation occurred in November, years 2002,
2003, and 2004; the November 2004 data are not used in
training, since they are utilized to compare the predictions
of two implemented ANN architectures (figure 5).

Fig. 4. Diagram with generation historic data of years 2002, 2003, and
2004 in daily period

The network structure, combined with energy generation
data from the small hydroelectric power station, is shown in
figure 6. This figure illustrates the network architecture, with
or without episodic memory, regarding the generated energy
data in the month of November, 2004. From this table it is
possible to visualize how the temporal shift of FIR network
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Fig. 5. November diagram

Fig. 6. ANN structure regarding energy generation data for November, 2004

occurs in input layer, and how the data represent the episodic
memory function at the network input.

There are nowadays several algorithms to train MLP net-
works. In the proposed work, the supervised back propagation
algorithm is chosen. The parameter definition in training is not
well understood sometimes, and it is called ”black magic” [2].
Here, a learning rate of 0.75 and an inertial rate of 0.25 are
used.

Training happens in the following way:

1) Initially, training data are selected from system data
base. In this step, the selected data are called training
set;

2) The training set samples are presented by the system to
the ANN input layer, aiming to fulfill all the temporal
window, that is, the FIR technique is used to incorporate
the short-term memory effect in the ANN;

3) If the topology employs episodic memory (ANN 2), the
system extracts data related to prediction period date:
the day of the week, the day of the year, and the year;

4) With back propagation algorithm, the data propagation
process occurs from input layer to the output layer. The
output represents the prediction;

5) The outcome obtained from network output layer is
compared to a real data of generated energy;

6) The error is back propagated, the weights between the
units are adjusted, and the network operator is informed
about the error rate found; and

7) If there is no training interruption, the input layer data
are incremented in t + 1 and the cycle is repeated.

V. TESTS AND RESULTS

After concluding training, the network is able to start the
prediction process. The maximum period of prediction is
undetermined; therefore one should consider that the ANN
is trained in order to predict a short time period following
the selection of training information; the larger the prediction
sequence, the bigger the final error, because the prediction
error is accumulated during the period [13].

In prediction process, the data are presented in temporal
sequence to the ANN and the output neuron values are
collected at the same training set period. Training happened
with training data in the period 1st. January, 2002 to 31st.

October, 2004, and the network prediction was obtained in
the period 1st. to 30th. November, 2004, according to results
shown in figure 7.

For the ANN 1, the obtained results have average error of
32.59%, comparing with the real result, since the ANN 2 has
average error of 10.04%. Figure 8 shows the prediction results
compared to generated energy in the period.

Prediction tests in other periods also show that the obtained
results with ANN 2 are more realistic, that is, the network
displays better performance in temporal series prediction. The
episodic memories as well as short-term memory filter imple-
mentations have biological origin and confirm that the several
existing divisions and their combinations can be successful in
an ANN implementation.

Prediction is obtained by the following method:
1) The prediction time period is selected;
2) The last training sample is located in data base, its value

is added as well as the number of samples referring to
FIR filter in network input layer;

3) The system adds the obtained prediction sample to the
one-dimensional array of input layer and shift the other
data until losing the oldest datum;

4) If the topology employs episodic memory (ANN 2), the
system extracts data related to prediction period date:
the day of the week, the day of the year, and the year;
and

5) The system repeats the cycle until the period selected
by the operator is reached.

Figures 9 and 10 show two diagrams related to error pre-
diction. Figure 9 displays the error rate obtained by the ANNs
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Fig. 7. Prediction results of electric energy generation for ANN 1 and ANN
2, for November, 2004 and the average errors

Fig. 8. Energy generation prediction result for November, 2004

in relation to generation prediction data of real energy in
November, 2004, where the y-axis shows the error rate and the
x-axis shows the days. Figure 10 shows the error rate evolution
according to the sequential predictions. In this diagram, the y-
axis shows the evolution through the accumulate error obtained
from figure 9 and the x-axis shows the prediction days.

With these data, it is possible to observe the accumulative
error through temporal series and it is possible to verify that
the larger the prediction, the bigger the error will be at the end
of the series. Although the prediction recommendation is only
for 10 temporal series in trained resolution, the experiment
was conducted with 30 series and, comparatively, it revealed
a high average error:

• For ANN 1, that does not implement the episodic mem-
ory, it was obtained an average error of 32.59% in

Fig. 9. Average error rate related to prediction

Fig. 10. Error rate evolution related to prediction

comparison with the real result for a 30-day prediction. If
it is considered only the first 10 series, the average error
is 20.24%.

• For ANN 2, that implements the episodic memory, the
average error obtained is 10.04% for a 30-day prediction.
For 10 days, this value is reduced to only 2.95%.

VI. CONCLUSIONS

This paper presents the combination of episodic long-
term memories and short-term memories for temporal series
prediction, by means of implementation of two topologies of
artificial neural networks in order to predict electric energy
generation in a small hydroelectric power station.

The implemented networks are of FIR type, and the use of
episodic memory in one of the topologies displayed successful
results, with a better efficiency compared to the network
without episodic memory. The total average error for the
applied case is 32.59% for conventional FIR network and only
10.04% for the FIR network with episodic memory.

The obtained outcomes with episodic memory implemen-
tation, for temporal series prediction, show that this type of
memory is useful in applications that recover past experiences
in order to anticipate future by means of predictions. They
also show an increase in efficiency with the combined use
with other types of memories, like the semantic memory, rep-
resenting the network knowledge, and the short-term memory
through FIR memory technique implementation.
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Future research can be developed in this area, continuing
the investigation of applications of other types of memories in
artificial neural networks. It is also possible to utilize recurrent
networks with episodic memory, especially in applications in
which temporal series are essentially non-stationary.

In electric energy area, the proposal of a model enrichment
consists in the inclusion, according to availability, of other
hypothetical context variables like rain volume, etc., allowing
a greater knowledge degree about the impact of these variables
on generation potential of each station, resulting in more
accurate future scenarios.

The model expansion in terms of applications in proper
generation information scope, like active and reactive power
demand prediction, and also the temporal order - hourly
bases or load levels, considering larger horizons, can also be
developed, once the sectoral exigency for such information
already constitutes a reality nowadays.
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