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Objectives

Develop Bayesian techiniques for data analysis and interpretation.

Rationale

To understand how to combine past and present information to
take decisions it is essential to discuss Bayesian principles.
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Content

1. Discussion on frequestist and bayesian statistical methods.

2. Basic concepts of the bayesian paradigm: Bayes theorem,
prior and posterior probability distributions.

3. Subjective, Jeffreys, hierachical and conjugate prior
distributions.

4. Introduction to decision theory: loss functions, posterior
decision analysis, bayesian parametric estimators.

5. Bayesian hypothesis tests. Hierarchical models.

6. Bayesian computations. Markov chain Monte Carlo methods.
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The Reverend Thomas Bayes.
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Computational Resources

The R Project for Statistical
Computing

The Stan Project for high-
performance statistical
computation

JAGS Just Another Gibbs Sampler
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Societies

International Society for
Bayesian Analysis

American Statistical
Association, Section
on Bayesian Statisti-
cal Science
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Assessment

EST5104 - Bayesian Inference

Credits: 7

2 written examinations, P1 and P2. Final grade (NF ) will be
computed as,

NF = (2P1 + 3P2)/5

EST5803 - Advanced Bayesian Inference

Credits: 10

2 written examinations, P1 and P2. Final grade (NF ) will be
computed as,

NF = (3P1 + 3P2 + T )/7

where T is the average of home works.
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